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About us

At The University of Manchester, we have one of the longest established schools of computer science in the UK and one of the largest. We are constantly building on our strong research history with research groups operating across the spectrum of computer science, from fundamental theory and innovative technology, through novel hardware and software systems design, to leading-edge applications.

The School is consistently ranked highly; top 5% in the UK (REF2014, GPA); assessed as the best environment in the UK for computer science and informatics research (REF2014); 7th in the UK by ARWU 2014 and the expertise and achievements of our staff are well-recognised internationally.
Editorial by the Head of School

We’ve had a very successful year in the School of Computer Science, with some excellent publications, continued success in gaining funding at a total value of £3.8M, and continued success in getting EPSRC Impact Acceleration Account awards, which help our research make an impact. We are looking forward to participation in the CityVerve project, Manchester being the European City of Science and expanding our academic staff by more new appointments in 2017.

I’d also like to take this opportunity to thank our research staff and support staff, who make all of this possible. Take a look below at some of the research and discoveries that are happening at the moment.

News

Professor Sophia Ananiadou interviewed by Pharma Technology Focus.
The Director of the National Centre for Text Mining discusses the huge benefits their work could have to clinical research.

“The key is that, because software tools rather than people are doing the analysis, the amount of time, and therefore money, which can be saved by researchers is phenomenal.”

“Text mining doesn’t necessarily give you all of the answers, but its potential to speed up the research process and suggest more promising paths for drug discovery is huge.”

Full article: http://www.nridigital.com/pharma-technology-magazine/june-2016.html?wv=s%2FPharma%2520Technology%2520Focus%2F8e39fe4d-1815-5813-871a-d406d3c7b8a6%2FPFT%25201606%2Ftextmining.html

NaCTeM puts in a strong showing at SemEval 2016.
The 10th International Workshop on Semantic Evaluation – SemEval 2016, was held in San Diego, California on the 16th and 17th June. The event was co-located with the 15th Annual Conference of the North American Chapter of the Association for Computational Linguists.

SemEval is a series of evaluations of natural language processing systems, exploring the nature of meaning by comparing different algorithms intended to mimic human language understanding. This year, NaCTeM participated in the Semantic Textual Similarity task and was ranked 4th out of 43 teams. The competing systems were given over 9000 pairs of sentences and were asked to return a value indicating a level of equivalence of their meaning. Performance was assessed by computing the correlation with scores assigned by human judges and NaCTeM reached a very high level of agreement (0.7486).

A description of the approach can be found in the following paper:

Welcome to Professor Junichi Tsuij.
The School is delighted to Welcome Prof Junichi Tsuij who is a newly appointed part-time professor in Natural Language Processing. Prof Tsuij is also director of the Artificial Intelligence Research Center at the National Institute of Advanced Industrial Science and Technology, Japan (AIST), and aims to build links between the University and AIST across a range of topics.
Prof. Tsuji, also a Scientific Advisor to NaCTeM, has recently been awarded the Okawa prize, for his pioneering contributions to research in computational linguistics and natural language processing including machine translation and text mining. The Okawa Prize is awarded to pay tribute to and publically recognise outstanding, international level contributions to research, technological development and business in the information and telecommunications fields. 

Professor Steve Furber is featured on the cover of EPSRC Pioneer Magazine #16. The ICL Professor of Computer Engineering is interviewed in depth by EPSRCs quarterly research review, discussing the development of the ARM microprocessor, SpiNNaker and the Human Brain Project.

“The new generation of embedded systems will change the way we work, do business, shop, travel, and care for ourselves through a wide range of applications where low energy consumption and reliability are central. “Ultimately, these systems will shape the emergence of a new digital society for the 21st century.”
https://www.epsrc.ac.uk/newsevents/pubs/pioneer16/

Daniel Dresner in the news.

Expert in Cyber Security, Dr. Daniel Dresner has appeared in the media discussing some of the most high-profile computer hacks of recent times.

In April he was interviewed by the BBC World Service Business Matters Programme discussing the Bangladesh cyber bank raid, the largest such computer hack in history.

Earlier that month he was asked by Wired.co.uk to comment on the flawed security protocols at Panama based law firm Mossack Fonseca that allowed the leak of the so-called Panama Papers.

Making discoveries on a fossil collection through citizen science

As part of his MSc project at the School of Computer Science, Olivier Staub has developed a citizen science application that displays on a map the fossil collection of the Manchester Museum. The goal of the application is to allow the members of the community to submit the discoveries made through the exploration of the map. A discovery doesn’t have to necessarily be ground-breaking but can be any regularity or irregularity found such as “in the late 50s, John Smith collected trilobites in Wales”.

See the site at https://natureslibrary.co.uk/map

“Our goal as Human-Computer Interaction specialists is to understand how people make discoveries while they explore maps. Ultimately, this understanding will enable the development of tools that facilitate discoveries using geographical information systems. We are looking for participants so your contributions are key to the success of the project - remember you don’t have to be an expert to take part!”

This is a collaborative project between the School of Computer Science and the Manchester Museum: Olivier Staub is supervised by Markel Vigo and he’s working under the advice of David Gelsthorpe, the Curator of Earth Science Collections.
#BritainBreathing is an exciting new citizen science project that aims to engage the UK public to act as 'citizen sensors' to help scientists discover more about seasonal allergies such as hay fever or asthma.

This is a joint project between the British Society for Immunology, Royal Society of Biology and The University of Manchester – including Dr. Caroline Jay, Prof. Andy Brass and Dr. Markel Vigo from the School of Computer Science. The aim of this project is to better understand (both on a national scale and for the individual) when allergy symptoms are occurring and what the triggers for these might be.

The team have developed a free-to-use app that will allow the public to record their allergy symptoms in a simple and straightforward way and then safely share that data with the project team. This large data set (capturing information on timing and location of allergy symptoms) can then be combined with other publicly available data (such as weather, pollen or pollution statistics) to build a better understanding at a national and personal level of allergy and allergy triggers. From these data, we can build a clearer picture of the pattern and frequency of allergy incidence across the UK.

Markel Vigo represented the project at the recent EuroScience Open Forum, held in Manchester:

“As part of ESOF, the #BritainBreathing project presented an allergy symptom visualisation widget at the Exchange Court in Manchester Arndale. The widget displays the symptoms reported by the citizen scientist who are using the #BritainBreathing app and allows to explore the map of the UK filtering the data per symptom, week and region. The application was well received and has become the public face of the #BritainBreathing project, which has collected so far 15K observations since April.”

The widget is available at: http://britainbreathing.org/index.php/data-visualisation/
Spotlight: Publication Success

This year has seen an impressive number of papers authored by Computer Science staff appear in top scientific journals. Not least was a paper on the ground-breaking work carried out by members of the Bio-Health Informatics group, published in eLife.

‘Bias in the reporting of sex and age in biomedical research on mouse models’ Oscar Flórez-Vargas, Andy Brass, George Karystianis, Michael Bramhall, Robert Stevens, Sheena Cruickshank, and Goran Nenadic. eLife, 5:e13615, 2016. This paper is already in the top 5% of all research papers according to Alt Metrics and was mentioned in Nature News & Comment.

The literature on the problems with reproducibility in science has focussed on the interpretation of statistics. This study has highlighted that the methods used may not be reported rigorously enough to assess whether or not the raw data itself is useful. We looked at 15,000 papers that used a mouse model - the largest analysis of its kind ever undertaken – and found that half of the papers failed to report the sex and age of the mice involved. This is serious as these are key variables that can affect the outcome of scientific studies.

The project utilised text mining software developed at the University to analyse large collections of documents to unearth information which would otherwise have been impossible to discover. It allowed us to explore the research landscape on a large scale to identify key issues in reporting details of scientific methodologies, which are necessary for reproducibility, transparency and fidelity of research. As a result of this work we now have a new tool to measure the reproducibility of scientific studies, a tool that is very much needed. Failure to consider gender in research is still very much the norm, and this must improve for science to be reproducible.” Oscar Flórez-Vargas


“Cyberphysical systems - all the rage in this era of ultracheap processors, memory, sensors, and actuators - pose a significant challenge for modelling and verification. Firstly, this is due to the collision of the many different branches of mathematics used for modelling the various disciplines that contribute to these systems. Secondly it is due to the complexity inherent in building large systems, which is always a challenge for any verification approach. Hybrid Event-B is a clean extension of the popular Event-B modelling and verification framework for discrete events, being designed to additionally accommodate the demands of continuously varying state change in a mathematically compatible way. A case study based on the control of a set of aircraft landing gear is examined. This contains many interdependent components, and thus provides an excellent vehicle for exercising the multi-machine and coordination capabilities of the Hybrid Event-B modelling formalism.

The development of the system in the nominal regime is achieved via a series of formal Hybrid Event-B refinements, and is connected to a development that tolerates various failure modes via formal retrenchments, in a structured way. This proves to be a fruitful way to organise what would otherwise be a complicated development.” Richard Banach.
‘Impact of Hash Value Truncation on ID Anonymity in Wireless Sensor Networks.’ Ahmed Al-Riyami, Ning Zhang, John Keane, Ad HOC NETWORKS; 45; PP 80–103.5. PURE ID: 22516228

“This paper has reported a comprehensive study of the implications of using hash values and hash value truncations in preserving node ID (identity) privacy on security and performance in a wireless sensor network context. It has considered a comprehensive list of factors including easiness in launching security attacks, hash value collisions, the implication of the collisions on the computational costs, the trade-offs in terms of energy costs and end-to-end packet delivery delays. Based on two existing ID anonymity schemes, the paper uses both theoretical analysis and simulation study to provide some interesting findings and insights on the trade-offs between achieving privacy and performance implications. These findings are of great interests not just to sensor network community, but also emerging fields such as the Internet of Things (IoT), as hash functions are also used to achieve other security properties and in many other fields including IoT. “


This paper suggests a novel method for descriptive document clustering, called CEDL, which discovers and groups automatically, semantically interrelated documents and at the same time summarises their content with meaningful cluster labels. CEDL uses several processing stages: co-embedding, clustering, classification and ranking techniques to group the documents and choose the best and more informative labels.

In a novel way, it analyses jointly documents and phrases (concepts automatically identified from documents) to improve the quality of document clusters and to find labels that best describe a document cluster.

Comparisons with popular descriptive clustering algorithms (descriptive k-means and concept-driven clustering based on matrix factorisation) show that CEDL generates more informative labels and higher quality document clusters.

The method has been used as part of a text analysis framework to support search. It has been applied to different domains such as clinical trials, newswire and public health systematic reviews which deal with big textual data. Clustering is used in text mining to discover diverse groups of semantically related documents and making different interrelated informational views in big textual data more accessible, searchable and useful by both humans and machines. Our research discovers semantic topics in a complex and heterogeneous problem space. Thus, it addresses challenges of fragmentation since knowledge is distributed and hidden in big textual sources.

This paper describes the results of an international collaboration to test an advanced concept for learning in a neural network - modelled on a theory of how the brain might learn things - on a computer system that is itself designed on brain-inspired principles. The model incorporates 51 million plastic synapses - these are the connections between the neurons where learning takes place - and is believed to be the largest plastic neural network ever to have been run on - neuromorphic - that is, brain-inspired - hardware.

The paper’s lead author - Jamie Knight - is a PhD student in his final year at the University of Manchester, and he has carried out the detailed modelling work described in the paper as well as coordinating the international collaboration with senior colleagues at KTH Stockholm and the Zuse Institute, Berlin.


This paper describes the first observations of nanoscale chiral magnetic skyrmions at room temperature. It is an experimental breakthrough in the burgeoning field of spintronics, or spin-based electronics, which studies the role of the electron spin in solid state physics; it also studies the technological applications that exploit the electron's spin properties, as well as the electron's charge used in conventional electronics.

Spintronics-based devices can enable non-volatile power efficient functions, like in MRAMs (Magnetic Random Access Memories), as they do not need an electric current to retain their "spin" or magnetic state. Nanoscale spintronics devices could in principle be smaller, faster, more robust and energy efficient than current technologies for data storage. Skyrmions resemble small magnetic vortices and can occur in many materials. In this work, tiny skyrmions, in the nanoscale regime, were demonstrated in a technologically relevant material, at room temperature. In order to achieve this, the research team tailor-designed the necessary functionality in thin film materials and used X-ray imaging to determine the presence of chiral magnetic skyrmions. In today’s magnetic hard drives, data are stored in magnetic domains (with magnetic spins aligned in the same direction), but there are fundamental limits to how small such domains can become and how tightly they can be packed together. Skyrmions however could be made much smaller and could therefore be used in data storage devices with much higher density. An additional key advantage is that due to the skyrmions’ smaller size and robustness against perturbations and defects, they can be packed efficiently and moved rapidly along nanowires in so-called racetrack future MRAM type of memories. These memories would be more robust as they would not require moving mechanical parts seen in today’s hard drives, would retain information when the power is switched off and be more energy efficient, which is paramount in our increasingly technological Information Society.
Multimedia information retrieval and understanding demand modelling contextualized semantics underlying the multimedia description. Descriptive terms, e.g. labels and tags, are often used to annotate multimedia. Unlike natural languages, such terms are neither limited to words nor have syntactic orders when they are jointly used to describe images, music track and video clips. How to model the concept formulated by a term in context of its co-occurring terms remained unclear until our work has been done. In this paper, we innovatively formulate modelling contextualised semantics underlying a term as an unsupervised learning problem that embeds all concepts defined by terms along with their context in a semantic representation space where a term has multiple polysemous representations when it co-occurs with different terms and the distance between embedded concepts reflects their semantic similarity (as exemplified in the figure).

Furthermore, we propose a novel deep neural architecture to carry out this learning task. The resultant semantic representation allows for not only modelling contextualised semantics of known terms in a given vocabulary during learning but also inferring that of unknown or out-of-vocabulary terms from co-occurring terms without re-learning. The proposed approach has been thoroughly evaluated in different domains and leads to non-trivial applications.

Grants and awards

The School of Computer Science has been awarded over £13 million in external funding for research over the last two years. Much of the research involves working in collaboration with others across the University and all over the world. Here are just some examples of recent research funding awarded in the School.

LAMBDA: Learning Algorithms for Modularity in Broad and Deep Architectures

Dr. Gavin Brown and Prof. Mikel Lujan

Funding body: EPSRC

Award amount: £521,154

Do you know how Facebook recognises faces in images? Do you know how your iPhone understands your speech? The secret behind each of these is a technology called "Deep Learning", which uses biologically-inspired algorithms called "neural networks".

Over the next decade, society will become more reliant on this technology. But... these algorithms require an IMMENSE amount of computing power, and therefore electricity, and for example can take many weeks to learn a given task.
The LAMBDA project explores an approach to deep learning which is not just deep, but also broad - hence "Learning Algorithms for Broad and Deep Architectures". We aim to (1) make "broad" models that are faster/easier to learn, and as a consequence (2) reduce the energy consumption. Our approach builds upon previous award winning research by the PI, in exactly this area. If successful, we will be able to reproduce the same abilities as current deep neural networks, but with a significantly reduced energy consumption, and whilst learning such architectures a significantly easier task for scientists.

IAA C&F with MDSAS: Evidence-based Decision Support for Haemophilia Treatment

Prof. John Keane

Funding body: Medical Data Solutions and Services Ltd (MDSAS) & EPSRC - IAA Concept and Feasibility Study

Award amount: £58,059

*Haemtrack* is a highly successful online national system for Haemophilia patients who, due to treatment advances, largely treat themselves outside hospital.

*Haemtrack*, developed by MDSAS, allows patients to record their therapy; if a patient uses treatments in response to an injury or spontaneous bleed, *Haemtrack* will collect detailed information specific to this. Healthcare professionals can view this information in real-time and use it to monitor the health of patients outside hospital and also to review with patients during clinics.

The aim of this project is to assess the feasibility of developing and incorporating advanced and innovative data analysis and decision support techniques, termed here Evidence-Based Decision Support (EB-DS), into *Haemtrack*. The EB-DS technology will monitor patient treatments and provide personalised dosing recommendations to healthcare professionals that monitor those patients.

DISRUPT: Factories of the Future

Dr. Rizos Sakellariou (led by CENTRO RICERCHE FIAT SCPA, Italy)

Funding Body: H2020 Research and Innovation Action

Award amount: £231,671

Industry 4.0 or the fourth industrial revolution is the next developmental stage in the organisation and management of industrial processes and the entire manufacturing value chain. Traditional manufacturing and production methods are in the throes of a digital transformation. By blending the real and the virtual production world, it is now possible to connect all parts of the production process: machines, products, systems, and people. In that regard, ICT-based systems and service platforms will play a major role in this transformation; they bring connectivity and enable monitoring, analysing, simulating, optimising and controlling production entities and processes, thus creating a virtual copy of the physical world and facilitating decentralised structures through Cyber-Physical Systems (CPS). Over the Internet-of-Things (IoT), CPSs communicate and cooperate with each other and humans in real-time. Via the Internet-of-Services (IoS), both internal and cross-organisational services are offered and utilised by participants of the value chain.

DISRUPT is a consortium led project, which aims to spearhead the transition to the next-generation manufacturing paradigm by facilitating the vision and execution of a "Smart Factory". In the traditional rigid factory, mass-production is the goal and cost-effectiveness is the drive; this has led many manufacturers to relocate to lower cost regions, and others to totally outsource
their production. The new era of manufacturing asks for optimised plants and manufacturing chain networks, transforming them into profitable innovation centers. It requires flexible factories that can be quickly "reprogrammed" to provide faster time-to-market responding to global consumer demand, effectively addressing mass-customisation needs and bringing life to innovative new products.
Links

1. Daniel Dresner on BBC World Service:
   http://www.bbc.co.uk/programmes/p03rh5lt?gator_td=ru2tvkgk9AfXwzjmeAZsgDZLY5Ycdv3M0o7oaPJH6gd
   hZzPvDS1Kyr7a3at6Pja2W2WglID05N5lpCDZTeEjw10LunxWO8qur5eCTiUVQU1hgRlZMeFVmITRD8xg%2fNZ
   1ftfQ207x359%2fhf071pBFnYpbzfNmF8M5qunmw8R4SWF%2fxhE%2b9lQlZKbF7VBNl#playt=0h1m49s

2. Daniel Dresner in Wired magazine:
   http://www.wired.co.uk/article/panama-papers-mossack-fonseca-website-security-problems

3. Bias in the reporting of sex and age in biomedical research on mouse models:
   https://elifesciences.org/content/5/e13615

4. The Landing Gear System in Multi-Machine Hybrid Event-B:

5. Impact of Hash Value Truncation on ID Anonymity in Wireless Sensor Networks:
   https://pure.manchester.ac.uk/admin/editor/dk/atira/pure/api/shared/model/base_uk/researchoutput/editor/contributiontojournaleditor.xhtml

6. Descriptive document clustering via discriminant learning in a co-embedded space of multilevel similarities:

7. Large-scale simulations of plastic neural networks on neuromorphic hardware:

8. Additive interfacial chiral interaction in multilayers for stabilization of small individual skyrmions at room temperature. Nature Nanotechnology:
   http://www.nature.com/nnano/journal/v11/n5/full/nnano.2015.313.html

9. Learning contextualized semantics from co-occurring terms via a Siamese architecture:

---
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