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“There is more to life than increasing its speed.” 

Mahatma Ghandi  
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High Performance Scientific Computation is 

flawed 

“I have little doubt that about 80% of all the results 
printed from the computer are in error to a much 
greater extent than the user would believe ..” 

Leslie Fox, 1971 
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http://en.wikipedia.org/wiki/Image:General_floating_point.PNG
http://www.llnl.gov/asci/platforms/bluegenel/images/bgl-highres.tif
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Method f(77617,33096) 

Fortran:single precision 6.3382530*1029  

VP Interval Arithmetic [-0.827396059946821368141165095479816292005, 

 -0.827396059946821368141165095479816291986] 

‡f(x,y) =333.75y6+x2(11x2y2-y6-121y4-2)+5.5y8+x/(2y) 

Fortran:double precision 1.17260394005318 

Fortran:quad precision 1.17260394005317863185883490452018 

Don’t rely on extended precision 

‡
 S.M. Rump, “Reliability in Computing. The role of Interval Methods in Scientific Computing”, Academic    

Press, 1988. 
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Numerical ‘health check’ recommended 

Ideally, we seek a numerical screening tool that will:  

• report gradual and catastrophic loss of precision;  

• report the accuracy of intermediate and final results;  

• be of acceptable efficiency; and  

• be non invasive to the source code. 

Accuracy vs Precision 

3.1428571 has eight decimal digit precision, irrespective of what it represents. 

22/7 - accurate to eight decimal digits, 

 - accurate to three decimal digits only. 
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PROGRAM f   

 

double precision  :: y,x,res 

 

x=77617d0  y=33096d0   

res=333.75*y*y*y*y*y*y+x*x*(11*x*x*y*y-y*y*y*y*y*y- & 

    121*y*y*y*y-2.0)+5.5*y*y*y*y*y*y*y*y+x/(2*y)   

print *, res 

  

END PROGRAM f 

6 

PROGRAM f   

use cadna   

double precision  :: y,x,res   type(double_st)  :: y,x,res  

call cadna_init(-1)   

x=77617d0  y=33096d0   

res=333.75*y*y*y*y*y*y+x*x*(11*x*x*y*y-y*y*y*y*y*y- & 

    121*y*y*y*y-2.0)+5.5*y*y*y*y*y*y*y*y+x/(2*y)   

print *, res     print *, str(res)   

 call cand_end() 

END PROGRAM f 

The CADNA Library: a solution? 

Control of Accuracy and Debugging for Numerical Applications (CADNA) 

http://www.lip6.fr/cadna 
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Method f(77617,33096) 

Fortran:single precision 6.3382530*1029  

VP Interval Arithmetic [-0.827396059946821368141165095479816292005, 

 -0.827396059946821368141165095479816291986] 

f(x,y) =333.75y6+x2(11x2y2-y6-121y4-2)+5.5y8+x/(2y) 

Fortran:double precision 1.17260394005318 

Fortran:quad precision 1.17260394005317863185883490452018 

CADNA: single precision @.0 (Numerical noise) 

CADNA: double precision @.0 (Numerical noise) 

The CADNA Library: numerical noise exposed 
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How does CADNA work? 

Where no overflow occurs, the exact result, r, of any non exact 
floating-point arithmetic operation is bounded by two consecutive 
floating-point values R- and R+. 

CADNA Library is based on the Contröle et Estimation Stochastique 
des Arrondis de Calculs (CESTAC) method and aims to estimate 
precisely the computing error in computer generated results i.e. to 
estimate the number of common significant figures between the 
computed result and the exact result. 
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The CESTAC methodology 

The basic idea of the method is to perform each arithmetic operation N 
times, randomly rounding each time, with a probability of 0.5, to R- or R+. 

R1=x*y R2=x*y R3=x*y 
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How does CADNA work? 
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The CADNA library is an implementation of Discrete Stochastic Arithmetic 
(DSA) devoted to programs written in ADA, C, C++ and Fortran. 

Fortran types are simply replaced by the corresponding stochastic types. 
The stochastic numbers are triplets containing the perturbed floating-
point values. 

Arithmetic operators, logical operators, all the standard intrinsic 
functions, as defined by the F77standard, and some vector operations 
have been overloaded so that when an operator is used the operands are 
triplets and the returned result is a triplet. 

During execution when a numerical anomaly is detected, dedicated 
counters specific to CADNA are incremented and printed at the end of 
the run. These messages need to be analyzed, the source of the anomaly 
identified and, if necessary, the code changed. 

 

How does CADNA work? 
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CANDA – a diagnostic tool for legacy codes? 

2-D R-matrix Approach 
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To compute the Slater integrals 2DRMP uses, rs, a legacy subroutine that 
has been used R-matrix codes for over 30 years. 

The computation of I with  in {0, 2, 4, 6, 8}  in double 
precision for the case a=10-5 , b=15.0, n1=20, l1=4, n2=20, 
l2=4, n3=20, l3=4, n4=20, l4=4 with CADNA and using 1025 
equally spaced integration points. 

 I 

0 0.1247937243912E+000 

2 0.471551365578E-001 

4 0.288813766E-001 

6 0.952431E-002 

8 0.3995087E+002 

CANDA – a diagnostic tool for legacy codes? 
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CANDA – a diagnostic tool for legacy codes? 
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Accuracy vs Precision 

Even points – poor 
algorithm, well 
computed 

Odd points – better 
algorithm, poorly 
computed 

CANDA – a diagnostic tool for legacy codes? 
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 I I improved 

0 0.1247937243912E+000 0.1247936614595E+000 

2 0.471551365578E-001 0.4715511531988E-001 

4 0.288813766E-001 0.2888136383162E-001 

6 0.952431E-002 0.2093430472201E-001 

8 0.3995087E+002 0.1648754288096E-001 

Improved precision but are they accurate? 

CANDA – a diagnostic tool for legacy codes? 
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An approximate numerical method has a 
global error, e(h)g, made up of a truncation 
error, e(h)m , and a computing error, e(h)c.  

As h increases, e(h)m increases and e(h)c 
decreases. 

As h decreases, e(h)m decreases and e(h)c 
increases. 

Ideally we wish to minimize the global error. This is impossible 
with normal FP arithmetic as we have no estimate of  e(h)c . With 
CADNA it is possible. 

CANDA: a tool for generating benchmark results? 
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For Newton-Cotes type 
approximations it can be shown 
that in a series of successive 
iterations, if |In-In+1| = @.0, then 
the significant digits in common to 
In and In+1 are also common to the 
exact result, I,  up to one bit. 

This can be used to generate 
benchmark results. 

 I using 217integration points 

0 0.12479372449E+000 

2 0.47155137140E-001 

4 0.28881377469E-001 

6 0.20934314687E-001 

8 0.16487550218E-001 

CANDA: a tool for generating benchmark results? 

We generate a sequence of iterations, halving the step size each time, 
until |In-In+1| = @.0. No further meaningful computation can occur. The 
optimum result has been achieved for the method using the finite 
precision available. 
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Case # of Slater integrals Matrix 
size 

Newton-Cotes 
(secs) 

EFDQR (secs) Speedup 

1 8,187,600 1680 943 38 25 

2 85,741,800 5090 9880 163 61 

3 302,869,500 8900 34899 472 74 

Stage 1 - method to solve the Schrödinger 
equation, to an accuracy of about 12 figures, in 
a few tens of steps using a fixed step size which 
is independent of n.  

High performance computation of the Slater integrals 

Stage 2 - using this information and by exploiting the 
independence of the frequencies on l, we were able to 
construct extended frequency dependent quadrature 
rules for the Slater integrals using the same mesh 
points. 
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CADNA: a tool to help generate energy aware algorithms? 
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“There is more to life than increasing its speed.” 

Mahatma Ghandi  


