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- $f(A) \equiv S f(J) S^{-1}, f(J) \equiv f\left(J_{n_{1}}\left(\lambda_{1}\right)\right) \oplus \cdots \oplus f\left(J_{n_{k}}\left(\lambda_{k}\right)\right)$

$$
f\left(J_{m}(\lambda)\right) \equiv\left[\begin{array}{ccccc}
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## Important Facts

- $f(A)$ is well defined (independent of the choice of $S$ )
- $\operatorname{JCF}\left(f\left(J_{m}(\lambda)\right)=J_{m}(f(\lambda))\right.$ if $f^{\prime}(\lambda) \neq 0$ (blocks do not split)
- $f(A)$ is some polynomial in $A$. If $B$ commutes with $A$, then $B$ commutes with $f(A)$.
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## Existence of a Unique Solution of $f(X)=Y$ (Figure 1)

$$
\begin{aligned}
& H_{1}: f^{\prime}(z) \neq 0 \text { on } \mathcal{D}_{1} \\
& H_{2}:
\end{aligned}: f\left(z_{1}\right)=f\left(z_{2}\right) \& z_{1}, z_{2} \in \mathcal{D}_{1} \Leftrightarrow z_{1}=z_{2}
$$

- Suppose $\sigma(A) \subset \mathcal{D}_{1}$. Then $J(A)$ and $J(f(A))$ have the same sets of block sizes $\left(H_{1}\right)$ with respective eigenvalues $\lambda_{j}$ and $f\left(\lambda_{j}\right)$, $j=1, \ldots, k\left(H_{2}\right)$.
- $g(f(A))=A$ is a primary matrix function, so $A$ is a polynomial in $f(A)$.
- Suppose $\sigma(B) \subset \mathcal{D}_{1}$ and $f(B)=f(A)$. Then block sizes and eigenvalues of $B$ are same as those of $A$, so $\operatorname{JCF}(B)=\operatorname{JCF}(A)$ and hence $B$ is similar to $A$ : $B=S A S^{-1}$
- $f(A)=f(B)=f\left(S A S^{-1}\right)=\operatorname{Sf}(A) S^{-1}$, so $S f(A)=f(A) S$, and hence $S A=A S$ since $A$ is a polynomial in $f(A)$.
- Finally, $B=S A S^{-1}=A S S^{-1}=A$
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$$
\begin{equation*}
\operatorname{vec}(Y X Z)=\left(Z^{T} \otimes Y\right) \operatorname{vec} X \tag{VTP}
\end{equation*}
$$

$$
\begin{align*}
\operatorname{vec}(X Y-Y X) & =\operatorname{vec}(I X Y-Y X I) \\
& =\underbrace{\left(Y^{T} \otimes I-I \otimes Y\right)}_{K_{Y}} \operatorname{vec} X \tag{K}
\end{align*}
$$

$$
X Y-Y X=0 \Leftrightarrow K_{Y} \operatorname{vec} X=0
$$
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- If $f\left(K_{Y}\right)$ is nonsingular, then

$$
K_{Y}=f\left(K_{Y}\right)^{-1}\left(e^{Y^{T}} \otimes e^{-Y}-I\right)
$$
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## First Step

- Claim: If $e^{A} e^{B}=e^{B} e^{A}(\mathrm{H})$ then $A e^{B}=e^{B} A$ provided that $f\left(K_{A}\right)$ is nonsingular

$$
\begin{aligned}
& \operatorname{vec}\left(e^{B} A-A e^{B}\right) \stackrel{K}{=} K_{A} \operatorname{vec} e^{B} \stackrel{\star}{=} f\left(K_{A}\right)^{-1}\left(e^{A^{T}} \otimes e^{-A}-I\right) \operatorname{vec} e^{B} \\
& =f\left(K_{A}\right)^{-1}\left(\left(e^{A^{T}} \otimes e^{-A}\right) \operatorname{vec} e^{B}-\operatorname{vec} e^{B}\right) \\
& \stackrel{\operatorname{vTP}}{=} f\left(K_{A}\right)^{-1} \operatorname{vec}\left(e^{-A} e^{B} e^{A}-e^{B}\right) \\
& \stackrel{H}{=} f\left(K_{A}\right)^{-1} \operatorname{vec}\left(e^{-A} e^{A} e^{B}-e^{B}\right) \\
& =f\left(K_{A}\right)^{-1} \operatorname{vec}\left(e^{B}-e^{B}\right)=0
\end{aligned}
$$
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## Second Step

- Claim: If $A e^{B}=e^{B} A(H)$ then $A B=B A$ provided that $f\left(K_{B}\right)$ is nonsingular

$$
\begin{aligned}
& \operatorname{vec}(A B-B A) \stackrel{K}{=} K_{B} \operatorname{vec} A \stackrel{\star}{=} f\left(K_{B}\right)^{-1}\left(e^{B^{T}} \otimes e^{-B}-I\right) \operatorname{vec} A \\
& =f\left(K_{B}\right)^{-1}\left(\left(e^{B^{T}} \otimes e^{-B}\right) \operatorname{vec} A-\operatorname{vec} A\right) \\
& \stackrel{V T P}{=} f\left(K_{B}\right)^{-1} \operatorname{vec}\left(e^{-B} A e^{B}-A\right) \\
& \stackrel{H}{=} f\left(K_{B}\right)^{-1} \operatorname{vec}\left(e^{-B} e^{B} A-A\right) \\
& =f\left(K_{B}\right)^{-1} \operatorname{vec}(A-A)=0
\end{aligned}
$$
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## The Nonsingularity Condition

- $f\left(K_{Y}\right)$ is nonsingular if and only if $2 m \pi i \notin \sigma\left(K_{Y}\right)$ for every $\pm$ integer $m \neq 0$
- $\sigma\left(K_{Y}\right)$ consists entirely of differences of eigenvalues of $Y$ (not all differences need occur)
- If we insist that no difference of eigenvalues of $A$, and no difference of eigenvalues of $B$, is a nonzero $\pm$ integer multiple of $2 \pi i$, then $f\left(K_{Y}\right)$ is nonsingular and $e^{A} e^{B}=e^{B} e^{A} \Rightarrow A B=B A$.
- Another approach: Make an assumption on the entries of $A$ and $B$ that makes it impossible for any $\pm$ integer multiple of $2 \pi i$ to be in the field generated by the zeroes of their characteristic polynomials.
- For example, if all the entries of $A$ and $B$ are algebraic numbers, then the zeroes of their characteristic polynomials are all algebraic numbers, so $\pm$ integer multiples of $2 \pi i$ are excluded.
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